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Abstract. Estimating depth from a single image is a very challenging
and exciting topic in computer vision with implications in several ap-
plication domains. Recently proposed deep learning approaches achieve
outstanding results by tackling it as an image reconstruction task and
exploiting geometry constraints (e.g., epipolar geometry) to obtain su-
pervisory signals for training. Inspired by these works and compelling
results achieved by Generative Adversarial Network (GAN) on image
reconstruction and generation tasks, in this paper we propose to cast
unsupervised monocular depth estimation within a GAN paradigm. The
generator network learns to infer depth from the reference image to gen-
erate a warped target image. At training time, the discriminator network
learns to distinguish between fake images generated by the generator
and target frames acquired with a stereo rig. To the best of our knowl-
edge, our proposal is the first successful attempt to tackle monocular
depth estimation with a GAN paradigm and the extensive evaluation
on CityScapes and KITTI datasets confirm that it enables to improve
state-of-the-art. Additionally, we highlight a major issue with data de-
ployed by a standard evaluation protocol widely used in this field and
fix this problem using a more reliable dataset recently made available by
the KITTI evaluation benchmark.

1 Introduction

Accurate depth estimation is of paramount importance for many computer vision
tasks and for this purpose active sensors, such as LIDARs or Time of Flight sen-
sors, are being extensively deployed in most practical applications. Nonetheless,
passive depth sensors based on conventional cameras have notable advantages
compared to active sensors. Thus, a significant amount of literature aims at tack-
ling depth estimation with standard imaging sensors. Most approaches leverage
on multiple images acquired from different viewpoints to infer depth through
binocular stereo, multi-view stereo, structure from motion and so on. Despite
their effectiveness, all of them rely on the availability of multiple acquisitions of
the sensed environment (e.g., binocular stereo requires two synchronized images).
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